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Abstract

This paper discusses théagfs to create, using tWiNASA SP2 supercomputers, a
“Metacenter” which includes the capability to transparently and dynamically dis-
tribute the SP2 wrkload across the geographically separated systems. Functional
components of the Phase 1 Metacenter are identified, outstanding issues are dis-
cussed, and the plan for the second phase of the project is outlined.

1.0 Intr oduction

The NASA Metacenter is a joint exploratory project between the NAS parallel
systems group at NASA Ames Research Center (ARC) and the parallel systems
staff at NASA Langley Research Center (LaRC). The focus of the project is to
achieve more effective use of NASA supercomputers by making the systems
more easily available to the researchers, and by providing quicker turn-around for
batch jobs, a larger range of available resources for computation, and a better
distribution of the computational workload across multiple supercomputers.
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But what exactly is a “Metacenter”? There are several differing interpretations.
The definition that best illustrates this project is that of the National Science
Foundation (NSF): “a metacenter is a computing facility whose computational
capability is greater than the sum of the component systems.”

2.0 Why a Metacenter?

In July 1994 two IBM POWNERparallel SP2 supercomputers were acquired by
NASA under the HPCCRT Cooperatie Research Agreement (CRA) between
NASA and a consortium led by IBMable 1 shws the configuration of the tw
systems.

TABLE 1. SP2 Configurations

ARC SP2 (“babba ge”) LaRC SP2 (“poseidon”)
160 IBM RS600 processors (66.7 MHz) 48 IBM RS600 processors (66.7 MHz)
Minimum 128 MB memory per node Minimum 128 MB memory per node
Six 512 MB memory nodes Four 512 MB memory nodes
One GB temporary disk space per node | 0.5 GB temporary disk space per node

In the Spring of 1995, the parallel systemsfsaafthese sites lgan discussing
the diferences in the utilization of the &WSP2 systems, babbage (ARC) and
poseidon (LaRC). While babbagesvthree times the size of poseidon, désw
achiezing twenty times the utilization. Consequenjbpbs on babbage had awslo
turn-around time (up to 32 hours) in the queue.

Upon irvestigation, the stdffound that poseidos’lowver utilization was due in

part to the smaller size of the system and to a smaller user base. Much of the
work in the CRA vas intended to run on the dg@r SP2, resulting in an imbal-
ance of users on the tvgystems.

When we bgan looking for solutions to this problem, the Metacenter idaga w
suggested. What if users from either system could submit jobs aadhem
transparently run on the most appropriate system? Taigddwprozide maty
benefits to the tar SP2 user communities, including queckurn-around for
batch jobs, a lger range of \ailable resources for computation, and a better
balanced utilization of compute resources.

3.0 Creating the Metacenter: Administrative Coordination

Many obstacles had to bevercome to implement the Metacenter order to
provide transparent nvement of jobs between the dwsystems, the &ion-
ments on both systems had to be the sameleT2 lists the dy software solu-
tions utilized in the Metacenter



TABLE 2. Software Used in the Metacenter

Software Email Address or URL br
Need/Requilement Package Additional Inf ormation

User Account Management | LAMS accounts@nas.nasavWgo
Integrated Accounting ACCT++ acctgrp@nas.nasayo
Single Queuing System PBS http://science.nas.nasawgBoftware/PBS
Metacenter Job Scheduler | PeerSched | jjones@nas.nasa.go
Job Submission anddcking | xPBS http://parallel/Rrallel/PBS/xpbs.html
System Monitoring CTMS http://egore.nas.nasa.gfctms.html

3.1 Selecting a Batch Queuing System

The biggest dference in the eironments of the te systems was the job man-
agement/queueing sofare in use. IBMS Loadleeler product \as managing
jobs on poseidon,ud ARC had replaced Loadleler in January 95 with the
NAS-developed Portable Batch System (PBS) on babbage. PBS had been
selected for babbage when Loadeker’s job scheduling capability ag deter-
mined to be inadequate for this size systerar @current comparison of capa-
bilities, see [Jon97].) Installing PBS had a dramatfiectfon babbage, resulting

in more than twice the utilization (seeréib5]). Havever, at that time Loadie

eler pravided interactie access to the SP2 nodes, a requirement on poseidon,
while PBS preided only batch access. Once support for intara@dtccess as
added to PBS, it &s installed on poseidon as well. (Additional information
about PBS is\ailable at http://science.nas.nas&/§oftware/PBS ).

3.2 Synchronizing System Softwae

Next we turned our attention to system safte. Executable code compiled and
linked on one system had to be able to run on the.dthwaries, compilers,
operating systems, and parallel saftes all had to be the same.@he rest of
1995 we verked to synchronize the sofane configuration on both systems.

Also during this period, we had to synchronize the support of thesystems.

All discussions of softare and hardare changes necessitate coordination of the
other site. This coordination is accomplished through a short weekly teleconfer-
ence where we discuss systems changes, propose coordinated upgrades,
exchange SP2xperience and kmwdedge, and track our progressvard the
Metacenter

The most critical of these changeasithe upgrade to thexterersion of IBMs
operating system (AIX 4.1.3) and paralleveanment (PSSP 2.1.3) across all
nodes of both systems. The administrators from both sitesed togetherfirst
in cooperation with Stanford Urersity to upgrade Stanfosd16-node SP2 sys-



tem. Much vas learned from this small system thateshdays of den time on
the lager systems. Ne was the upgrade of poseidon, where moeegence
was @ined before tackling the ger system at ARC. (At that time, babbagesw
by far the lagest system to attempt this upgrade.) The collaboration on the
upgrades reduced thewdatime of both sites, and prioled important informa-
tion to IBM on softvare lugs and stability problems in their installation tools.
Many of these problems were corrected before othgelaystem sites attempted
the same upgrade Aek benefit to users during these upgrades wontinued
access to an SP2 systeme #ét up a “routing queue” within the batch system
between the tev SP25 which alleved users to submit jobs directly to the other
system.

3.3 Usemame and Account Management

The Metacenter team met at SuperComputing ‘95 to discuss xhesteps in
detail. In January 1996 we ¢mn eforts to ensure all users had accounts on both
systems by defult. Here we ran into aaviety of problems. Ideallywe would

haze common usernames across both systems. But when we went to add
accounts we found geral dozen username conflicts. Realizing that getting users
to woluntarily change their login name®uld be dificult, we decided a di#rent
approach to the problemas necessaryn setting up ng accounts, we installed

the nev user with his/her username from the other system if no configted.

FIGURE 1: Metacenter SP2 Utilization, Late-95 thru 96
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However, if a conflict did &ist, we selected a meunique username for the sec-
ond system. @ permit users to submit jobs to either system, wittawuing to
specify which username to run undere implementedisername mapping in

both PBS and the job schedul€his capability determined which username the
job will run undey based on who submitted a job, and from where. Figure 1 illus-
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trates hw the utilization increased by simply increasing the size of the user-
base.W& also reduced the papamk compleity for new accounts by combining

the nev user Account Requesbfm from both sites into a single document that
could be used for either system. TheNsite-wide Login Account Management
System (LAMS) vas installed on the LaRC SP2 to assist with installation and
management of user accounts. Procedures were put in place to inform both sites
when a ne account vas installed.

Once the softare ewmironments were synchronized and most of the user
accounts were installed on both machines, we opened the Metacenter for user
testing. Users who anted to tak adantage of the second system had only to
request their passwd for that system. The intentag to mak both systems
available while we wrked on the nd hurdle of the project: automatic load-bal-
ancing between the twsystems.

4.0 Creating the Metacenter: Functionality
With the administration support layer in place, wetriecused on the functional

areas of the project: job scheduling, file staging, job accounting, and support for
locating and tracking jobs.

4.1 The PBS bb Scheduler

The first functional area we tackledasvthe job schedulewhich is eternal to
the rest of PBS, as sl in Figure 2. The designers of PBS recognize that the

FIGURE 2: External PBS Scheduler
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job scheduler is the most site-specific part of a batch queueing system, since it is
the scheduler that implements the pplat each specific machine or site. Thus,
PBS praides an “aternal schedulérone that can be modified as needed. PBS
provides three intedces to the scheduler ABL (a scheduler scripting lan-



guage), TCL (a general-purpose interpreted scripting language), and a C lan-
guage application programming intece (API).

NAS implemented its first PBS scheduler in TCL, mainly because of the quick
prototyping capability it &brded. When PBS as installed on the LaRC SP2, we
decided to start with the TCL-based job scheduler there as well.

While TCL proved suficient for prototyping, it s inadequate for the tgar

task ahead: creating a Metacenter schedllee TCL-based scheduleraw
rewritten in C and installed on both SP2s. The design of the scheduler called for
a “configuration file” to be read by the scheduler upon start-up. This enables us
to change scheduling parameters withowtiigato recompile the program. The
configuration file also alles us to hee a single scheduler source code tree for

all Metacenter systems, since the system-specific policies are defined in the con-
figuration file.

4.2 Metacenter “PeerAware” Job Scheduler

Next we added support for “pescheduling”. Under normal operational load,
the Metacenter systems act as independent system&vétowhen the utiliza-
tion on one system drops bel@ pre-defined threshold, that system attempts to
request jobs from its “peer systems”. Figure 3 illustrates the sepatdigekr

FIGURE 3: Metacenter Queues and Schedulers

ARC LaRC

pb% I, pbs

—8
If request LaR§ /7 1f request MS
if|> 144 node = l if > 42 nodes
se €jec if > 42 nodes & LaR
\elsey

pending \/—\ pending

Job Job
Schedul Schedul
Key:

—Pp Default Routs
SP SP SP? —» Alt. Route

Babbage (144 nodes) Poseidon (Logic/Decision) SpP2
(42 nodes)

OO« OO




aware” design that we kia implemented, siwang our PBS queues and the abil-
ity of the job schedulers to retvie work from either queue.

Of course, the scheduler will only request jobs with resource requirements it can
fulfill. In addition, users were gen the ability to request that their job run on a
specific system. Whave since decided that future phases of the Metacenter will
not offer this option. Some usersuaed this option, alays requesting a specific
system when thereas no compelling reason to do so. This had the result of
reducing the werall eficiengy of the Metacenter since the schedulaswmited

in the amount of load-balancing it could perform.

4.3 Data Availability

To male the Metacenter functionality truly transparent to the, useglobal
shared filesystem between both systems is needetiad/originally anticipated
DCE and DFS beingvailable for general useubthis has been delayed. Once
DCE and DFS are functioning and stable, we will considegiatig them into
the Metacenteln the meantime, other options are undeestication.

Until we do hae a global shared filesystem, users can use the PBBliguidfile
staging” capability to specify which files to stage onto (ahdfpthe host where

PBS will run their jobIn the second phase Metacentes will be impraing the

ease of use of PBS staging direesi, since one of the most frequent reasons for
job failure has been typos in the staging dikasti Another problem that needs

to be addressed is that some users refuse to use file-staging. One common “loop-
hole” in the poliy is exemplified by usersdeping copies of their entire datasets

on both system, and then specifying zero-length files be staged in with their jobs.
We believe that making file-staging more et and easier to use should help
with this problem.

Another area that weavked on to impree data gailability was creating consis-

tent filesystem-naming ceentions. Both systems had fdifent names for each

of the three home filesystemseWlecided to hide these féifences from users

by adopting a “/u/<username>" naming structure for all home directories. This
allowed the user to use the same path name on both systems to get to their home
directory regardless of the actual underlying filesystem name.a¥8o changed

the name of the scratch andr&llel I/O filesystems to be the same on both sys-
tems. The primary problem we encountered with these changes were the result of
users who insisted on hardcoding specific filesystem names in their batch jobs or
applications. Such hardcoded pathnamesked fine until we made a change to

the underlying filesystem. Such changesuld have been transparent had the
users used the “/u/<username>" zention.



4.4 Job Tracking

PBS praides a tool which greatly simplifies using the Metacenter: a graphical
user interdice (GUI) to PBS called “xPBS”. From a single wing@ user can

query and monitor the status of jobs on all PBS systems where the user has an
account. From here, the user can submit both batch and interjatis, specify

files to stage in and stage out, list job dependencies,vandt@ack jobs as tlge

move between queues and sas;

4.5 Usemame Conflicts Reisited

Next we revisited the username issue. When we originally installed users on both
systems, we resaid the username conflicts byigig some users ddrent user-
names on the twsystems. Ean though the username mappingswworking, it

was decided that we could simplify use of the Metacenter by requiring common
usernames, UIDs, and GIDs on both systems. The users with conflicting user-
names cooperated willingly for the good of the projea.0sed the LAMS soft-

ware to change the user information on each systemn.d@tails on LAMS and
other softvare used in the Metacentsee &ble 2 on page 3.)

4.6 Job Accounting

In order to preide intggrated batch job and system accounting, we installed the
NAS accounting system@CT++ on both systems. This consolidated all Meta-
center accounting, making data for all component systemitable through a
single interfice. From anMetacenter system, users are able to query their oper-
ational year allocation and usage for the entire Metacenter as well\d@duadi
system usage.

4.7 System Monitoring

An additional software tool installed on babbage is the Centralizest Manage-

ment System (CTMS). This is a client-serapplication which permits adminis-
trators to “subscribe” to recas notification of “@ents” that occur on specific
systems or groups of systemse e this tool primarily to monitor file-systems
(reporting if threshold and maximum percentage utilization limits are reached)
and critical system processes (e.g. NFS daemons, PBS daemons, IBM Job Man-
ager daemons, switch daemons). Local tests also check the status of specific sys-
tem components and reportygoroblem via CTMS.

Following the installation and ingeation of the abee described softare and
the peefaware job schedulewe bgan staf-testing the full system. ¥Wenabled
the peeischeduler for full usetesting in mid-August 1996. The Metacenter
scheduler ws used by detilt starting October 1, 1996, thegb®ning of the
FY97 operational yeaDuring the yearwe measured the success of the Meta-



center project agnst a set of metrics, as shoin Table 3. All the Metacenter
metrics are\ailable onlinehttp://parallel.nas.nasa.gov/Parallel/Metrics

Table 3: Metacenter Metrics

Goal Metric Measures...

Explore Lav Utilization Batch Jobs How mary batch jobs are run on
the Metacenter systems.

Decrease drnaround for | Job Queue How long jobs vait in a queue
Small Jobs Time before running, measuring \wo
well the scheduler balances the
workload.

Evaluate Effectiveness of | Job Migration | How mary jobs are migrated
Peerscheduler from one SP2 to the other
allowing these jobs to run
sooner

Balance Utilization System How busy the schedulerdeps
Utilization the system, gen the =ailable
workload.

5.0 Phase 1 Conclusions

Now that we hge completed our first year of running the dynamically load-bal-
ancing Metacentewe look forvard to applying the lessons learnexheriences
gained and technology deloped to the neé phase of the Metacenter Project.
Although the Metacenter is still in delopment, the steps wevsatalen tavard

its implementation hae resulted in substantial benefits to the researchers using
the systems.

To date, the WSA Metacenter is the only successfylended attempt at dynam-
ically distributing a real-user productionorkload across geographical distances
using computational resources inféient political domains. Accomplishments
achieved in the past year include:

e Balancing demands owver-used and undersed systems;

« Providing faster job turnaround;

« Decreasing time-to-solution;

« Providing researchers with a wider range @itable resources;

« Running lager jobs more often;

« Automatically migrating jobs, with ability for users to direct or limit
the migration.



The Metacenter &rts, havever, do not end here. ®/plan to continue to add
capabilities and systems, illustrating the benefits and stability of our approach.
Currently planned aafities include:

TABLE 4. Phase 2 Metacenter fmeline

Milestone Timeline
Transfer technology to DoD sites (ASC and WES Major | On-going
Shared Resource Centers)
Support for Global Shared Filesystem Vendor

Dependent

Involve additional sites (e.gABA Lewis Research Center) | Fall 1997
Transfer technology onto production (i.e. Cray) systems in Fall 1997
support of the MSA Aeronautics Consolidated Supercomput-
ing Facility
Transfer technology onto Phase 2 Metacenter (ive.testbed | Winter 1997
architecture) and continuead#opment
Explore issues of a heterogeneous Metacenter Spring 1998
Scheduler Support for Synchronous Job Start Summer 1998
Scheduler Support for Jobs Which Span Multiple Systems| Summer 1998
Scheduler Support for Dynamic Resource Allocation Fall 1998

We are nw in the process of véewing the &periences of the past year and
beginning to design the Phase 2 Metacentér anticipate making design modi-
fications based on lessons learned afuketed configuration changes. Specifi-
cally, we will be switching to a ne hardware architecture, gwang the
Metacenter by one site (from 2 to 3) thadl,fand planning for additional sites
within the coming year

6.0 Online Information and Curr ent Status

Current information on usage, capability and project status of ABANVeta-
center is maintained online at:

http://parallel.nas.nasa.gov/Parallel/Metacenter

Plans and discussions for the Phase 2 Metacenter will be maitkbke from
this web-page. There is also a mailing list for discussion of th&A\NMeta-
center Contact the author for additional information.
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